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Abstract

Story generation and analysis have been research
for decades. However, while ethics is becoming
essential consideration for developing AI appli-
cations, few research deals with morality in nar-
rative. To bridge the gap, we propose an moral-
ity judgment task using story books in this paper.
We present the framework to build embeddings
for representing characters to predict the charac-
ter’s morality. We preprocessed existing data for
building datasets for evaluation. We carry out a
number of experiments and the results suggest
that word embedding models can learn charac-
ter’s morality. This paper reports the results and
discuss our findings.
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I. INTRODUCTION

With the advent of large-scale transformer-based mod-
els [1][4][7], word embeddings can learn various contexts.
Some studies on narrative suggest that these embeddings
can learn the story context, exhibiting various character-
istics associated with story, character, and scenes. For in-
stance, [6] builds character embeddings using BiLSTM
models for story generation, and [5] used BERT and Elmo
to predict the quality and popularity of movie scripts. How-
ever, there is a lack of research investigating characters’
morality, while morality is becoming essential issue as ar-
tificial intelligence machines are increasingly intervening
human social activities such as counseling, health care, and
education [8].

To bridge the gap, we aim to learn characters’ morality
using character-centric embeddings. In this paper, we test
whether existing language models can predict the moral-
ity of a character in stories. For evaluation, we fine-tune
a number of BERT based masked language models us-
ing the datasets we built to extract character embeddings.
Then, we calculate the characters’ morality score by ap-

plying the character embeddings to moral datasets. We car-
ried out evaluation and the results suggest that the charac-
ter embeddings using the BERT model can capture char-
acters’ morality. Furthermore, the performance can be im-
proved when using our preprocessed datasets and a mask-
ing scheme.

In this study, we make the following contributions. 1.
We propose an morality judgment task using story books
corpora and moral stories datasets. 2. We present the
framework to build embeddings for representing charac-
ters to predict the character’s morality. 4. We propose data
preprocessing for building character-focused embedding.
4. We implement the framework and carry out experiments
to evaluate the efficacy of our framework.

II. METHOD

We focus on character embeddings in stories and test
whether the embeddings built using masked language
models can represent the characters’ morality or not. Fig.1
and Fig.2 illustrate the overall process of building charac-
ter embeddings.

A. Dataset

Story Dataset for Character Embeddings: We chose
the Harry Potter series authored by J. K. Rowling and ob-
tained the data from the Harry Potter Books Corpora at the
Kaggle site1. There is also contains a charater list file con-
taining character names and their bios in the series. We use
all of the harry potter book corpora and we believe that the
data are large enough to obtain character embeddings to
represent character’s morality.

In addition, the characters in this book series have con-
flicting ethics, conforming our purpose to compare the
characters in terms of morality.

Morality Dataset: For evaluating whether fine-tuned
masked language models can learn characters’ morality,

1https://www.kaggle.
com/datasets/balabaskar/
harry-potter-books-corpora-part-1-7
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Fig. 1. In the process of (A), we preprocess a story dataset. In (B), we extract seven main characters in a story by counting the number of
character names. And the last part, (C), we fine-tune three masked language models each to get seven character embeddings in different
settings.

Fig. 2. (D) Process of evaluating character embeddings’ morality.

we use the moral stories dataset at 2. This is a crowd-
sourced dataset of structured, branching narratives to study
grounded, goal-oriented social reasoning [2]. It consists

2https://huggingface.co/datasets/demelin/
moral_stories

of seven categories: Norm, Situation, Intention, moral ac-
tion, moral consequence, immoral action, and immoral
consequence. We use the situation, moral action, and im-
moral action categories for our evaluation. The situation
describes the story’s social setting that introduces story
participants. The moral action is an action performed by
the actor that fulfills the intention while observing the
norm. On the other hand, the immoral action is an action
performed by the actor that meets the intent while violating
the norm. We randomly selected 50 situations and action
sets for evaluation.

B. Data Preprocessing

Since our aim is to verify the pre-trained masked lan-
guage models’ ability to capture characters’ morality, we
did not train language models using other story datasets.
We combined all of the seven books into one corpus. The
first preprocessing step eliminates irrelevant tokens in the
datasets, such as page numbers, book titles, chapter titles
(grey highlighted in (A) section in Fig.1), and stopwords.
The second stage splits the corpus into sentences using the
sentence tokenize functionality provided by the nltk pack-
age3. Short sentences tend not to help learn character em-
beddings. Therefore, we remove the sentences with less
than five words from the dataset.

3https://www.nltk.org/api/nltk.tokenize.
html
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C. Main Character Extraction

After preprocessing datasets, we extract the main char-
acters in stories and replace them with special tokens.
In order to extract main characters, we first apply co-
reference resolution using the SpanBERT model [3]. We
define characters that appear more than 3,000 times in the
text as the major characters and the others are minor char-
acters. We believe that meaningful embeddings would be
created when the corpus is sufficient, and set the threshold
value of appearance as 3,000. To compute the frequencies,
we look up the character list file included in the dataset.
A characters’ name is made up of the first and the last
name, e.g., ‘Hermione Granger.’ When computing its fre-
quency, we need to count the appearances of ‘Hermione’,
and ‘Granger’ as well.

For building character embeddings, we convert charac-
ter names into special tokens. In this study we use special
tokens, such as ‘[char1]’, ‘[char2]’, ‘[char3]’, ... ‘[charN]’
and add them to the models’ vocabulary. We replace the
main characters with special tokens when they serve as
the subjects of the sentences. We disregard the sentences
when a main character serves as the object because we aim
to embed the character’s morality. In the case of the sen-
tence ‘Malfoy hits Harry’, for example, the hit action is
associated with Malfoy but not with Harry since Harry is
the object of this sentence. Then, Malfoy in the sentence is
replaces with ‘[char2].’ We create two datasets for compar-
ison: one that contains all the sentences and the other that
contains only the sentences that has special tokens (sen-
tences with their subjects as main characters).

D. Fine-tuning Models

We use three masked language models to compare
their performances to estimate the characters’ morality.
We fine-tune each model using the two datasets we built
(all dataset, subj dataset) and two types of masking: mask-
ing 15 percent of entire datasets(w random) and masking
only special token ids(wo random).

E. Morality Estimation

We use the morality dataset to compute the moral-
ity score of each character embedding. We first ran-
domly select 50 samples in moral stories and make a
sentence by concatenating situation, moral action, and
situation, immoral action using [sep] token. Then, we
mask the words corresponding to the subject of the sen-
tence. Taking the two sentences (moral sentence and
immoral sentence) as the input text, the three fine-
tuned masked language models output logits in the
position of mask token ids((logits[mask token id]). Af-
ter applying the softmax and sum functions, we com-
pare logit scores at the position of each special token
ids(logits[mask token id][character special token id]) be-
tween moral text and immoral text.

Fig. 3. Seven main characters in the Harry Potter Books corpora
by descending order.

For example, Fig.2-(D), there are two mask tokens in a
moral sentence and an immoral sentence. So we apply the
softmax function of each position of mask token. And add
them all. If you want to look at the probability of ‘Ron’
entering the mask token of the sentence, you can look at
the value of the ‘[char3]’ special token index position.

We define the morality score of a character as:

moralitycharacter = scoremoral − scoreimmoral (1)

In the equation, scoremoral denotes the summation of soft-
max output logit scores at character special token id in
moral text, and logitimmoral is a sum of softmax output logit
scores at character special token id in moral text. We fine-
tune each model with different settings for evaluation.

III. EXPERIMENTS

A. Models

We used the following three masked language models
to compare character embeddings’ morality scores.

BERT-base-uncased: the bert-base-uncased model has
110M parameters and supports masked language model-
ing. This model can learn input embeddings by masking
input texts and predicting the masked words. The vocab
size of the bert-base model is 30,522, and the mask token
id is 103.

RoBERTa-base: the roberta-base model uses dynamic
masking and is trained on large-scale text corpora dataset.
The vocab size of the Roberta model is 50,265, and the
mask token id is 50,264.

ALBERT-base-v2: the albert-base model is a light ver-
sion of the Bert model. It has a reduced model size and
improved model performance. The vocab size of the AL-
BERT model is 30,000 and the mask token id is 4.

Both the BERT and ALBERT models encode a mask
token as [MASK], while RoBERTa uses a mask token as
⟨mask⟩. We add seven special tokens denoting the main
characters to the vocabulary, changing its size to 30,532
for BERT, 30,010 for ALBERT, and 50,275 for RoBERTa.
We set hyperparameters such that epoch is 5, the batch size
is 8, adam optimizer, and the learning rate is 5e-5 in the
NVIDIA GeForce RTX 3,090 environment.
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Fig. 4. Similarity heatmaps between the main characters. The three heatmaps are obtained using the three models and the additional
masking method(w random) with all datasets(all dataset)

B. Character Embedding

The total number of a sentence in the Harry Potter
Books dataset is 56,132. Each book text consists of the
title, pages, chapter titles, and the contents. We elimi-
nate the content-unrelated information to obtain 49,906
sentences (all dataset). We then extract seven characters
from the dataset. Fig.3 shows the histograms of the num-
ber of characters’ appearances in the entire dataset. In
addition, we built another dataset that contains only the
sentences with special tokens to obtain 25,318 sentences
(subj dataset). Finally, we train the three models (BERT,
ALBERT, and RoBERTa) with the two datasets (all dataset
and subj dataset) with different masking methods to obtain
the character embeddings.

IV. RESULTS

A. Similarities of Character Embeddings

Before evaluating character embeddings’ morality, we
compute the cosine similarity scores between the main
characters’ embeddings using the three different fine-tuned
models and the additional random masking(w random)
with all datasets (all dataset). Fig.4 exhibits that the scores
generated by the BERT model tend to be lower than the
other models. We also found that the similarity scores as-
sociated with Harry are relatively lower than the similarity
scores engaging the other characters. We reason that this is
related with the high frequency of Harry in the text. To ver-
ify this, we need to check with other stories in the future.
In addition, Hermione is most similar to Harry, although
the similarity score is not high. This makes sense because
Harry and Hermione are close to each other in the story
and share similar view of life.

B. Character Morality

First, we compare the morality scores obtained
from character embedding trained by the three em-

bedding models, using all dataset(all dataset) and the
dataset(subj dataset) containing main characters only. To
check differences between the models using two different
data types (e.g., all dataset and subj dataset), we combine
the two outputs produced by each embedding model apply-
ing w random and wo random. Table 1 shows the morality
scores using the different data types. We note the scores
in bold when the scores correctly predict the character’s
morality. We believe that Harry, Hermione, and Ron are
ethical and Sirius, Snape, Voldemort are unethical. Hagrid
is a controversial character; he is good, but some of his ac-
tions are immoral. For example, Hagrid keeps illegal crea-
tures in his house. However, we regard him as ethical in
this study. Therefore, we expect positive morality scores
for Harry, Hermione, Ron, and Hargid, and negative scores
for Sirius, Snape, and Voldemort.

Table 1 demonstrates that the BERT model outperforms
the other models in predicting the morality of a charac-
ter correctly for both of the all and the subj datasets. It is
noted that the morality score for Harry is not high. In par-
ticular, ALBERT and RoBERTa produce negative scores
for him regardless of the data types. This makes sense be-
cause Harry is good but takes violent actions against uneth-
ical characters. In addition, Voldemort is regarded as ethi-
cal for most models, except the RoBERTa model using the
subj dataset. Voldemort generally orders other characters
to commit crimes, but he himself does not commit crimes.

The results also suggest that the subj dataset is more
useful, as the scores are higher for ethical characters than
those produced using the all dataset. This is consistent with
our hypothesis that the morality of a sentence is associate
with its subject but not with its object. In addition, using
the subj dataset produces positive scores for all the three
models for Ron. Second, we check whether the additional
masking method has an impact on estimating the charac-
ter’s morality. We build the w random dataset by addition-
ally masking 15 percent of the entire data for fine-tuning
masked language models. We obtain the morality scores
of each character when using this dataset and when us-
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Dataset Model Harry Hermione Ron Sirius Snape Voldemort Hagrid
all BERT 0.08 0.57 0.35 -0.53 -0.20 0.15 0.25

ALBERT -0.65 0.07 -0.35 0.24 0.31 0.09 -0.17
RoBERTa -0.59 -0.32 -0.19 -0.04 0.18 0.25 0.02

subj BERT 0.67 0.19 0.72 -0.65 -0.47 0.15 -0.34
ALBERT -0.13 0.94 0.63 -0.36 0.17 0.02 0.08
RoBERTa -0.29 -0.02 0.02 -0.07 -0.05 -0.01 0.03

Table 1. Morality scores obtained from character embedding trained the three language models, using the all dataset which contains
all the sentences and the subj dataset which contains the sentences with main characters only. Positive scores denote ethical characters,
while negative score denote unethical characters.

Random mask Model Harry Hermione Ron Sirius Snape Voldemort Hagrid
with mask BERT 0.94 1.18 0.60 -0.74 -0.79 0.19 -0.04

ALBERT -0.60 0.91 0.41 -0.27 0.41 0.09 -0.02
RoBERTa 0.00 -0.11 -0.30 -0.10 -0.13 -0.04 -0.04

without mask BERT -0.19 -0.42 0.47 -0.45 0.11 0.10 -0.05
ALBERT -0.19 0.09 -0.13 0.15 0.07 0.02 -0.06
RoBERTa -0.87 -0.23 0.12 -0.02 0.27 0.29 0.09

Table 2. Morality scores obtained from character embedding trained three models, each applying additional random masking and
without random masking. Positive scores denote ethical characters, while negative score denote unethical characters.

ing the wo random dataset, which is built by masking the
special token ids. We then add the output produced using
all dataset and the output produced using the subj dataset
for each model. Table 2 lists the morality scores by using
different masking methods.

Table 2 demonstrates that all the models applying ad-
ditional masking predict characters’ morality better than
without using it. Again, the BERT model outperforms the
other models, predicting correct morality 5 out of 7. Inter-
estingly, RoBERTa tends to produce negative scores.

V. CONCLUSION AND FUTURE WORK

In this paper, we make an attempt to learn characters’
morality using character-centric embeddings. We present
a framework to build character embeddings and propose
a preprocessing to improve the embeddings. We evaluate
characters’ morality by applying our trained character em-
beddings to moral datasets. The results demonstrate that
among existing masked language models, BERT model ap-
plying additional random masking and fine-tuning using
the sentences including main characters only can capture
characters’ morality well. However, this study has several
limitations.

First, we use only one particular book series to evaluate
the proposed embeddings’ ability to learn morality. And,
the Harry Potter story is not reality-based, so the model
has limitations in learning morality in actual society. Sec-
ond, we do not consider the social networks in the story.
In general, violent actions are considered immoral; how-
ever, such actions against villains can be regarded as ethi-
cal. It may be more reasonable to compare the number of
ethical decisions among situations than calculating moral-
ity score to decide moral characters. However, when we
calculate in this way, it is observed that all characters are
generally immoral, which is thought that character embed-
ding learns more about the mood of the book. Therefore,
we will extend this study by using many datasets and ad-

ditional methods about the social network to improve the
character-centric embedding to represent general charac-
ters’ morality for our future work.
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SUMMARY OF THIS PAPER

A. Problem Setup

With the advent of large-scale transformer-based models, word embeddings can learn various contexts. How-
ever, there is a lack of research investigating characters’ morality, while morality is becoming essential issue as
artificial intelligence machines are increasingly intervening human social activities such as counseling, health
care, and education.

B. Novelty

We propose an morality judgment task using story books in this paper. We present the framework to build
embeddings for representing characters to predict the character’s morality.

C. Algorithms

We preprocess datasets applying co-reference resolution algorithms and extract main characters using oc-
curence. We get character embedding using 3 masked language models and evaluate characters’ morality using
moral stories datasets.

D. Experiments

We use the morality dataset to compute the morality score of each character embedding. We compare the
morality scores obtained from character embedding trained by the three embedding models between dataset
types and masking methods.
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